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Dialogue State Tracking (DST)

• It is the core of task-oriented dialogue.

• State-of-the-art approaches consider DST as QA.

https://dstc9.dstc.community/

It was called Dialog State Tracking Challenge (DSTC) before 2017.
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Dialogue State Tracking 

Source: https://whatscap.com/share/49576



Dialogue State Tracking 

Summarization of what has 
happened in the dialogue
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Dialogue State Tracking (DST)

Dialogue State

hotel price range: moderate 

A set of (key, value)

key value

Key: Defined before developing 
your system

Value: choose from a set of 
predefined options

slotdomain

null
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expensive
don’t care



Dialogue State Tracking (DST)

Dialogue State

hotel price range: moderate 

A set of (key, value)

key value

Key: Defined before developing 
your system

Value: choose from a set of 
options

slotdomain

restaurant price range:

hotel internet: yes / no

moderate 

Same 
options



Dialogue State Tracking (DST)
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What the user and agent have said

𝑆: agent, 𝑈: user 

Key 𝑘 include domain and slot 
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MultiWOZ 2.0

• Multi-domain

[Budzianowski, et al., EMNLP’18]

There are 7 domains actually .



What is WOZ?



What is WOZ?

• One way of system test / data collection 

https://dl.acm.org/doi/pdf/10.11
45/2163.358100

Artificial AI
(AAI)



Schema-Guided Dialogue (SGD)
[Rastogi, et al., AAAI’20] 

simulator template human



CrossWOZ [Zhu, et al., TACL’20]



Challenge - Infinite values

• Some slots have almost infinite possible values (e.g. leave 
time, phone number)

Knowledge source question

answer

Module for Source Module for Question
Attention

Module for Answer

Dialogue History

𝑆1, 𝑈1, 𝑆2, 𝑈2, … , 𝑆𝑇 , 𝑈𝑇

What is the [SLOT NAME]?

What is the phone number?

Span in 
dialogue history 



Challenge – New Service 
Having training data New service

Question: What is the destination of train?

Question: What is the destination of taxi?



TRADE
TRAnsferable Dialogue statE generator 

[Wu, et al., ACL’19]

(Do not need a complete question)





TRADE  

• Zero Shot



Embedding from Description 

[Rastogi, et al., AAAI’20] 

Pre-trained 
Model

Pre-trained 
Model



Slot Carryover Prediction 

[Gao, et al., SIGDIAL’19] 

是否同上？

(All other slots are NULL)



[Zhou, et al., NeurIPS Workshop’19]

DST QA If a user booked a restaurant, then the destination of 
the taxi is likely to be that restaurant.

The (domain, slot) pairs are not independent.



Fine-tuned 
from GPT-2

SimpleTOD
[Hosseini-Asl, et al., arXiv’20] 



[Hosseini-Asl, et al., arXiv’20] 
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One slide for this course 
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Vocoder



One Sequence Multiple Sequences 

One Class

Sentiment Classification
Stance Detection 

Veracity Prediction
Intent Classification

Dialogue Policy 

NLI
Search Engine 

Relation Extraction

Class for 
each Token

POS tagging
Word segmentation

Extractive Summarization
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Other? Parsing, Coreference Resolution

NAT


